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Abstract. 

In order to improve the intelligent evaluation effect of spoken English, this paper analyzes the traditional 

spoken English test algorithm, and proposes an improved spoken English scoring algorithm based on the 

needs of intelligent English evaluation.Moreover, this paper proposes a framework of multi-index fusion 

pronunciation quality evaluation technology for reading questions, and constructs a functional module for 

English oral proficiency evaluation based on the needs of speech feature recognition. At the same time, this 

paper uses deep learning-based speech recognition technology to automatically recognize the tester’s pro-

nunciation, and uses the dual-threshold endpoint detection method of short-term energy and short-term aver-

age zero-crossing rate to divide the pronunciation of the speech sentence into syllables.In addition, this paper 

recognizes speech features by inputting the candidates’ voice, and compares the recognition features with the 

standard database to score it. Finally, this paper analyzes the system performance by means of experimental 

research. The research results show that the system constructed in this paper has a certain effect. 

Keywords: Speech analysis; spoken English; proficiency test; speech recognition 

1. INTRODUCTION 

The oral English test is one of the most representative tests for language learning and testing applications, and it 

is a veritable large-scale test. Due to the large number of learners, traditional manual teaching and testing meth-

ods can no longer meet the current teaching needs. At the same time, domestic second language learning has 

gradually expanded from English to many other languages, such as Japanese, French, and German.In the field of 

education in China, from elementary school to middle school to university, English is one of the focus of stu-

dents' learning. Moreover, the arrangement of course learning fully reflects the importance of the education de-

partment. At the same time, it also reflects the urgent need of people to learn foreign languages in today's socie-

ty, so as to improve the level of international communication among the people.The ultimate goal of learning a 

foreign language is to go hand in hand with comprehensive language ability. Therefore, "listening", "speaking", 

"reading" and "writing" should be used as both the content of learning and the means of learning. At the same 

time, in addition to the traditional written test, the important summative assessment of the college entrance ex-

amination should also include oral and listening tests to comprehensively examine the comprehensive skills of 

students' language use [1].In the current upsurge of "Internet +" and artificial intelligence, computer technology 

is more and more widely used in the field of education. Especially, in the grading of large-scale examinations, 

the scoring work is heavy, so it is imperative to use the computer to automatically score.The so-called computer 

automatic scoring refers to the scoring of the speech or text of the candidates that have been entered by the 

computer system. Although the research in this field in China has become increasingly mature, there is still a 

certain gap compared with related foreign research.At present, the computer-aided evaluation system [2] has 

become one of the research hotspots of education combined with artificial intelligence. Moreover, using com-

puters to replace traditional teacher scoring will be a major change in the education sector. 

Compared with manual scoring, the advantages of computer automatic scoring are as follows. First of all, the 

computer can repeat the operation without feeling tired, and can avoid the scoring error caused by the fatigue 

factor of the scorer. Moreover, it can continuously perform scoring work for 24 hours, which is more efficient.In 

addition, automatic scoring uses multiple computers to score according to exactly the same scoring standard, 

and pre-processing the voice signal before the scoring procedure, so that the evaluation result is not easily af-

fected by the recording volume and the noise of the surrounding environment, and it is relatively objective and 

stable.However, manual scoring is highly subjective and emotions are prone to ups and downs. The review pro-

cess may be affected by personal preference or the scoring environment. From this perspective, automatic scor-

ing is more accurate than manual scoring [3].In addition, from the perspective of users of the automatic scoring 

system, for students, computer automatic scoring is more objective and efficient. For teachers, it saves time, 
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reduces labor intensity, and at the same time helps improve work efficiency. For the education management 

department, the computerized automatic scoring system can provide a large amount of background statistical 

data, which can be analyzed from different levels, such as the difficulty, discrimination, consistency, and relia-

bility of the test questions, as well as the distribution of the overall knowledge level of the candidates.All in all, 

the oral automatic scoring system has many advantages such as objectivity, immediacy, speed and economy. 

This paper combines the intelligent speech analysis technology to build the oral English proficiency test system, 

and verifies the system performance through system simulation research, so as to further promote the develop-

ment of oral English proficiency test system. 

2.RELATED WORK 

With the rapid development of computer technology, people began to try to combine natural language pro-

cessing and automatic speech recognition technology to develop automatic speech scoring system [4]. In the 

field of oral automatic scoring, Ordinate automatic scoring system and Speech RaterTM automatic scoring sys-

tem are the two most representative oral automatic scoring systems [5].Orient is developed by Pearson for ver-

sant oral English test, and Speech RaterTM is developed by ETS for TOEFL oral test. The system scoring types 

constructed in literature [7] include listening vocabulary, repetition accuracy, pronunciation, reading fluency and 

repetition fluency.The advantages of the system constructed in [8] are easy to measure, high reliability, and high 

accuracy of score prediction. However, the system does not consider various components of communicative 

competence, such as "social communication skills", "cognitive function" and "world knowledge" [8]. 

The system in the literature [9] is a scoring system that provides test preparation practice for the TOEFL i BT 

test. Its purpose is to allow candidates to check whether their oral skills have reached the level that can partici-

pate in the TOEFL i BT. The scoring principle of the system in the literature [10] is to construct a multiple re-

gression scoring model by extracting 29 meaningful features from the speech input. After a series of pruning, 

these characteristics can be used as representatives of English communication ability on the technical level, such 

as fluency, vocabulary, grammar and pronunciation.Typical characteristics include the average silent length of 

words, the average silent duration, the average number of words per second, and so on. In terms of reliability, 

the reliability of the system constructed in the literature [11] reached 0.60-0.70, and the complete agreement rate 

and adjacent agreement rate between human score and machine score ranged from 95% to 99%.The results of 

the literature [12] showed that the correlation coefficient between Speech Rater and manual scoring was only 

0.57, while the research in literature [13] showed that the correlation coefficient between the system and manual 

scoring was as high as 0.97.The correlation between the automatic scoring system of the literature [14] and 

manual scoring can be accepted in the case of mock exams. However, compared with TOEFL-i BT (TPO) test 

score correlation (0.74), there is still a big gap. From the perspective of the correlation value, the quality of the 

attraction score constructed in the literature [15] does not seem to be satisfactory. This may be related to the 

selection of the sample. The reason is that the scores used by the researchers are mostly concentrated in the 2 to 

3 bins, which lack difference. 

Nowadays, many scholars have carried out the research and practice of various oral test methods to improve the 

teaching of oral English, and the specific test methods include direct oral test, semi-direct recording oral test and 

computer-assisted oral test [16].Some researchers believe that the traditional direct oral test, which is a face-to-

face test with the examinee and the examiner, is the most close to real-life situation of oral communication. At 

the same time, most domestic colleges and universities still use this traditional method to evaluate students' oral 

communication skills. Because this method is similar in form to real communication, the examiner can also di-

rectly participate in the examinee's real communication activities, examine the content of the students' language 

expression, and observe the examinee's facial expressions and body language. All in all, it has the characteristics 

of "high surface validity, great flexibility, and strong pertinence" [17].However, due to factors such as human 

resources and the different criteria of the examiner, the score reliability of the direct oral test is usually low [18]. 

In the semi-direct recording oral test, because candidates do not need to face the psychological pressure from the 

examiner, the performance of their oral English will not be affected by the examiner's language level or emo-

tions, and will pay more attention to the correctness of the speech output throughout the test. The semi-direct 

oral test is to score the answer recordings, so the test process and the scoring process can be carried out separate-

ly, so that more language samples can be collected, and it has the characteristics of high scoring reliability and 
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strong operability. However, the disadvantages of this form are also more prominent because of the lack of in-

teraction in real oral communication [19].Literature [20] proposes that the computer-based oral English test 

should be able to detect and evaluate the pronunciation, grammar and content of the test taker like a traditional 

oral test, and should not be limited to the assessment of "follow-the-reading" imitation ability. The literature [21] 

compared the advantages and disadvantages of direct oral test and computer oral test, and showed that the latter 

not only saves time and effort, but also is easy to operate. At the same time, it also has many advantages such as 

easy storage of test corpus and relatively objective and fair scoring. The conclusions drawn are based on three 

college oral English computer test experiments, so it provides effective suggestions for colleges and universities 

to choose the form of oral English test. 

3.MULTI-INDEX FUSION OF ENGLISH PRONUNCIATION QUALITY EVALUATION 

The object-oriented research work of this paper is the pronunciation quality evaluation of reading aloud ques-

tions. In addition to speech emotion, it also includes pronunciation intonation, rhythm, intonation and speech 

speed. The framework flow chart of the multi-index fusion evaluation technology of pronunciation quality of 

reading aloud questions proposed in this paper is shown in Figure 1. 

 

Figure 1 Flow chart of machine evaluation for reading aloud questions 

Intonation evaluation is an evaluation of the tester’s pronunciation content, which examines whether the tester 

has read the content of a given topic completely and accurately, and whether the pronunciation content is clear 

and audible.We assume that the pronunciation sequence of the tester's speech is  1 2= , , , nO o o o , and the text 

sequence of a given title is  1 2= , , , mW w w w . The intonation evaluation measures the degree of matching 

between the pronunciation sequence and the text sequence.The computer evaluation process of pronunciation 

accuracy includes two steps. One is to record the standard pronunciation sequence by the sound recorder, and 

the other is to calculate the similarity between the tester’s pronunciation sequence and the standard pronuncia-

tion sequence. MFCC is a hearing mechanism based on the human ear, which simulates the response of the hu-

man ear to the voice signal, and can reflect the human perception of the voice. It is an important voice signal 

characteristic parameter. Moreover, it is also the most common feature parameter of speech signal used in cur-

rent automatic speech recognition technology.In addition, the MFCC parameters can better digitize the pronun-

ciation sequence, so the intonation evaluation also adopts the calculation method based on the MFCC parame-

ters[22]. 

This article uses deep learning-based speech recognition technology to automatically recognize the tester’s pro-

nunciation, determine whether the content is a given topic sentence, and then calculate the similarity between 

the test speech and the standard speech (see the following formula). We assume that X is the test voice data, and 

Y is the standard voice data. 
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By fusing the results of the above two steps, the tester’s pronunciation intonation is evaluated. The evaluation 

process is shown in Figure 2: 

 

Figure 2 The evaluation process of pronunciation intonation 

The final evaluation result Score is mapped from the recognition result result of the DBN speech model and the 

correlation coefficient cov of the standard speech and the test speech: 

( )1 ,Score f result cov=     (2) 

English is a typical stress-timed language. When native English speakers read English sentences, the sentence 

stress will appear rhythmically. The better the pronunciation, the more isochronous the interval between sen-

tence stresses. Chinese is a syllable timed language. When reading Chinese sentences aloud, there is a phenom-

enon of isochronism between syllables and syllables. It is precisely because of the rhythm difference between 

English and Chinese that it is difficult for Chinese English learners to grasp the stress and rhythm when learning 

English.Therefore, rhythm evaluation is an important indicator of English pronunciation quality evaluation, and 

the Pairwise Variability Index (PVI) is a method that can effectively evaluate the rhythm level of English learn-

ers. This paper uses an improved PVI algorithm to compare the difference in stress distribution between the test 

speech and the standard speech as an evaluation measure of the rhythm level[23]. 

An important feature of stress in a speech signal is loudness, so when extracting accent features, the energy in-

tensity in the original speech signal is mainly considered. The method in this paper first preprocesses and di-

vides the speech signal into frames, and normalizes the test speech to the same duration as the standard speech, 

and extracts the energy intensity of the speech signal for each frame of speech data: 

( ) ( )
2

n

m

E s n n m


=−

 = −
      (3) 

According to the threshold, the stress unit in the sentence is divided into: 

The stress threshold is: 

( ) ( )( )max _ min _ 2.5yT sig in sig in= +     (4) 

The non-stress threshold is: 

( ) ( )( )max _ min _ 10nT sig in sig in= +     (5) 
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Through the PVI algorithm, the difference in the distribution of k accent durations between the test speech 1s  

and the standard speech 2s  is calculated. At the same time, the tail t of 1s  and 2s  is considered. The calculation 

result is the basis for the rhythm evaluation of the test speech: 

( )
1

2 1 2 1 2

1

100
m

k k t t

k

Score dPVI s s s s len
−

=

= =  − + −     (6) 

The rhythm evaluation process is shown in Figure 3: 

 

Figure 3 The rhythm evaluation process 

Intonation refers to the tone of speech, which is the preparation and change of the tone of voice in a sentence. 

No language in the world is spoken in a single tone. Take English as an example. English has five basic intona-

tions: rising ( ) , falling ( ) , rising-falling ( ) , falling-rising ( ) , and flat ( )→ . These tones will match 

different English sentence patterns, and intonation is a phonetic feature closely related to semantics. 

Intonation is expressed through changes in pitch, and pitch is determined by the level of frequency. The two are 

in direct proportion: the frequency is high, the pitch is "high", and vice versa, the pitch is "low". Therefore, for 

the evaluation of intonation, it is first necessary to extract the fundamental frequency parameters in the speech 

signal, and then compare the fundamental frequency characteristics of the test speech and the standard 

speech[24]. 

This article uses Auto Correlation Function (ACF) to extract the pitch of each frame of data in English sentences, 

as shown in the following formula: 

( ) ( ) ( )
1

0

n

i

acf s i s i


 
− −

=

= +     (7) 

T is the time delay in the unit of sampling point, n is the data length of a speech frame, and ( )s i  is the speech 

windowing function processing. By setting the pitch threshold, the abnormal speech frame is excluded, and then 

the median filter is used to smooth the pitch value of the entire sentence, and finally the intonation curve of the 

speech sentence is obtained.The test voice and the reference voice are processed by the above algorithm respec-

tively, and the intonation sequence graph data 1s  and 2s  of the two voices are obtained respectively. The dy-

namic time warping algorithm (DTW) is used to calculate the similarity between the two as a measure of intona-

tion evaluation. 

( )3 1 2,Score dtw s s=     (8) 

The process of intonation evaluation is shown in Figure 4: 
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Figure 4 Intonation evaluation process 

Speaking speed is the speed of the speaker. In the pronunciation evaluation of English reading aloud, the tester 

is required to imitate the speed of speaking according to the reference speech. Therefore, it is necessary to 

measure the speaking rate ratio of the test voice and the reference voice.Speaking speed can be reflected by the 

total length of the effective speech frame of the sentence. This paper first uses the dual-threshold endpoint de-

tection method of short-term energy and short-term average zero-crossing rate to classify the pronunciation syl-

lables of the speech sentence, and then sums the duration of each syllable to obtain the effective pronunciation 

duration len of the sentence. 

The test speech duration is 1len , and the standard speech duration is 2len . The ratio of the durations is com-

pared as a measure of speech rate evaluation: 
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    (9) 

The speech rate evaluation process is shown in Figure 5: 

 

Figure 5 Speech rate evaluation process 

The developed speech emotion pronunciation quality evaluation method uses the confidence probability output 

value of SVM corresponding to emotion classification as the metric value 5Score  of speech emotion evaluation.  
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The traditional multi-index fusion method mainly adopts the method of multiple linear regression, but the tradi-

tional method does not have the evaluation of each sub-index, so there is a lack of effective tools. The initial 

measurement value of the index is rated and mapped, and the linearity of each index cannot be accurately ob-

tained. Polynomial weight; Second, the rating scores in this article are grade points, including 4 grades. The 

evaluation results of each indicator in this article are continuous variables. If the linear regression method is 

used to predict the scores, the result is a continuous variable value, which is inconsistent with the manual rating 

method . Based on the shortcomings of the above multiple linear regression methods, this article will adopt the 

method of machine classification and treat the machine rating problem as a classification problem. 

In the corpus collection process of this article, the human scorer did not score the sentences by item, but adopted 

the overall scoring method. Although the overall scoring method pays attention to the integrity, in the scoring 

process, the scorer will still refer to the judgment of each indicator. The scorers who adopt the overall scoring 

method model pay different attention to the indicators. For example, the intonation-rhythm-oriented rater first 

pays attention to the intonation. If the tester thinks that the intonation is good, then he pays attention to the 

rhythm index, and then he cares about other indexes; if the intonation is incorrect, the rater will first evaluate the 

tester as a whole. Can only get grades below C. The scoring process described above (see Figure 6(a)) is similar 

to a top-down binary tree structure search, which can be abstracted as a human scorer to obtain an overall rating 

through an if-then model. The Decision Tree is aA classification method with a tree structure. In the classifica-

tion problem, it represents the process of classifying instances based on features, which can be considered as a 

set of if-then rules. Figure 6(b) is a simple example. The decision tree uses loan applicants The basic infor-

mation to determine whether to pass the application. The comparison of the two figures shows that the decision 

tree classification method is similar to the overall scoring method of the manual rater. Both use feature judgment 

to find the next path to continue matching rules. 

Therefore, this paper adopts the method of decision tree to simulate the overall scoring mode of manual raters to 

construct a computer comprehensive evaluation model of multi-index pronunciation quality. 

 

(a)Intonation decision tree 

 

 

(b)Emotional decision tree 

Figure 6 Comparison of the overall manual scoring process and decision tree rules 

In this paper, five scoring values iScore  are used as the judgment index 

 1 2 3 4 5, , , ,Score Score Score Score Score  of the decision tree, and the manual rating is used as the classifica-

tion result to construct the decision tree. 

This paper uses the ID3 algorithm to build a decision tree. ID3 selects features based on information gain crite-

ria and uses a top-down greedy strategy to build a decision tree.The information gain ( ),g D A  of the rating 

index iScore  is obtained by subtracting the empirical entropy ( )H D  of the rating data set D and the empirical 

conditional entropy ( )H D A  of the index iScore  on the data set D.In this article, there are 4 kinds of rating 

results C, so  1,4k   and j are the value interval n of iScore . 

( )
4

2

1

log
k k

k

C C
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= −     (10) 
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( ) ( ) ( ),g D A H D H D A= −     (12) 

The algorithm process is as follows: 

step1.if all rating indicators are processed, return; else go to step2; 

step2. The index iScore  with the largest information gain is calculated, and the index is used as the node for 

judgment; if index iScore  can judge the rating separately, return; else go to step3step2; 

step3. For each possible value interval v of the index iScore , the following operations are performed: 

i. The samples of all index iScore  whose value is j are regarded as a subset jD  of D; 

ii. The index set T iScore Score Score= −  is generated; 

iii. The rating data set jD  and the index set TScore  are used as input, and the ID3 algorithm is executed recur-

sively; 

It can be seen from the generation rules of the decision tree that the closer to the root node is, the index and in-

terval with the larger information gain value. From the evaluation decision tree constructed in this article, it can 

be seen intuitively that intonation (node 1) is the most important indicator affecting comprehensive evaluation, 

which is consistent with our general experience: that is, the pronunciation content is complete and accurate, 

which is the basic requirement for pronunciation quality evaluation. . The second layer of nodes includes emo-

tion (node 2) and rhythm indicators (node 3), indicating that these two indicators are also important classifica-

tion criteria. As mentioned above, English rhythm patterns are different from Chinese rhythm patterns. There-

fore, it is difficult for Chinese English learners to learn English rhythm patterns, and it is also an important ref-

erence for distinguishing the quality of pronunciation. The presence of emotional indicators in the second layer 

of nodes means that the evaluation results of speech emotional pronunciation quality developed in this article 

are very important for the prediction of the comprehensive evaluation results of the tester’s pronunciation quali-

ty. On the one hand, it reflects that in the corpus of this article, the voice emotion index is an important indicator 

of pronunciation quality evaluation. On the other hand, it also proves that the voice emotion pronunciation 

quality evaluation method developed in this article is effective. 

4.ENGLISH SPEAKING PROFICIENCY TEST SYSTEM BASED ON INTELLIGENT SPEECH 

ANALYSIS 

On the basis of the above research and analysis of the spoken English recognition algorithm, an English spoken 

proficiency test system based on intelligent speech analysis is constructed. The functional modules and system 

architecture of the system are discussed below. 

The overall structure of the intelligent scoring system for spoken Englishproficiency test is shown in Figure 7. 
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Figure 7 The overall structure of the intelligent scoring system 

The related action flow from inputting speech to obtaining English spoken pronunciation evaluation is connect-

ed in series and the program flow of speech recognition module is shown in Figure 8. 

 

Figure 8 Program flowchart of speech recognition module 

Through the above analysis, aspoken English proficiency test system based on intelligent speech analysis is con-

structed, and then the performance of the system needs to be verified through experimental research.The system 

constructed in this paper is mainly applied to the oral proficiency test. It recognizes the speech features of the 

examinee's speech, compares the recognition features with the standard database, and scores the speech on this 

basis.Therefore, the operation of the system includes two stages. The first stage is speech recognition, and the 

second stage is system scoring. The two stages are tested separately.First, this paper conducts a test of spoken 

English speech recognition. A total of 80 sets of data are collected to study the accuracy of speech recognition. 

The results are shown in Table 1 and Figure 9. 

Table 1 Statistical table of the accuracy of speech recognition 

Nu

m 

Spoken language recogni-

tion 

Nu

m 

Spoken language recogni-

tion 

Nu

m 

Spoken language recogni-

tion 

1 90.2  28 79.8  55 90.0  

2 90.2  29 87.7  56 80.6  

3 79.3  30 87.8  57 83.6  

4 87.5  31 92.1  58 88.2  

5 81.7  32 83.9  59 84.7  
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6 81.0  33 83.8  60 79.7  

7 87.6  34 82.3  61 90.5  

8 88.5  35 87.0  62 79.6  

9 80.4  36 81.6  63 87.8  

10 89.9  37 81.2  64 89.9  

11 83.8  38 85.5  65 85.1  

12 81.3  39 84.1  66 84.3  

13 91.0  40 92.8  67 81.8  

14 87.0  41 89.4  68 85.9  

15 87.4  42 82.7  69 92.2  

16 86.5  43 79.5  70 79.7  

17 90.2  44 87.4  71 87.9  

18 80.9  45 90.1  72 80.8  

19 91.0  46 82.3  73 80.1  

20 87.6  47 85.2  74 83.6  

21 92.4  48 81.4  75 90.2  

22 90.0  49 88.6  76 88.5  

23 90.0  50 80.0  77 90.7  

24 91.5  51 89.9  78 84.4  

25 83.7  52 89.0  79 79.7  

26 81.9  53 91.0  80 82.0  

27 80.9  54 80.5    

 

 

Figure 9 Statistical diagram of the accuracy of speech recognition 

From the above experiments, it can be seen that the spoken English proficiency test system based on intelligent 

speech analysis constructed in this paper is effective. After that, this paper verifies the system's scoring effect on 

the spoken English level, and the results are shown in Table 2 and Figure 10. 

Table 2 Statistical table of system scoring effect 

Num Rating effect Num Rating effect Num Rating effect 

1 86.4  28 79.6  55 89.6  

2 77.6  29 74.8  56 82.7  

3 88.2  30 72.7  57 86.8  

4 75.8  31 79.9  58 91.0  

5 81.0  32 79.7  59 83.5  

6 72.6  33 85.5  60 78.1  

7 73.5  34 84.9  61 69.9  

8 76.5  35 86.3  62 71.3  

9 71.2  36 87.7  63 83.1  
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10 90.3  37 76.8  64 77.4  

11 77.0  38 69.5  65 80.4  

12 82.0  39 76.9  66 72.4  

13 78.5  40 79.8  67 79.5  

14 77.7  41 81.5  68 81.5  

15 84.3  42 74.3  69 82.9  

16 69.4  43 79.6  70 70.5  

17 84.4  44 70.5  71 80.1  

18 70.4  45 77.9  72 90.3  

19 77.9  46 85.5  73 88.0  

20 87.1  47 86.3  74 80.8  

21 76.8  48 73.1  75 82.6  

22 90.7  49 81.4  76 76.9  

23 75.6  50 74.0  77 75.1  

24 74.0  51 75.0  78 71.1  

25 76.8  52 73.3  79 89.8  

26 70.6  53 88.8  80 72.3  

27 76.8  54 72.5    

 

 

Figure 10 Statistical diagram of system scoring effect 

From the experimental research, it can be seen that the spoken English proficiency test system based on intelli-

gent speech analysis constructed in this paper is effective, and it can be used for auxiliary scoring in the spoken 

test. 

5.CONCLUSION 

The automatic scoring result of the English listening and speaking test is used as a part of the intelligent test. 

Whether it can judge the tester's oral level more accurately is related to whether it can replace the traditional 

manual scoring to maximize the efficiency of the computer. At the same time, it is also related to whether other 

application software in the field of automatic scoring can become an auxiliary tool to effectively improve the 

level of English learning.There are many factors that affect the system validity of the automatic scoring of spo-

ken English, such as the scoring principle and the parameter settings of each analysis module. This article builds 

an English speaking proficiency test system based on intelligent speech analysis algorithms. Moreover, this pa-

per uses the input of the examinee's speech to recognize the speech features, and compares the recognition fea-

tures with the standard database to score the spoken language.Finally, this paper uses experimental research to 

test the performance of the English speaking proficiency test system. From the research results, we can see that 

the method proposed in this paper is feasible. 
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