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Abstract:  

English oral teaching is one of the important ways to improve English oral ability. Traditional English oral 

teaching often overlooks the needs of learners for oral learning, adopts a single and unified teaching method, 

emphasizes theory over practice, and cannot effectively improve learners' oral ability. This article constructs 

an English oral teaching system based on reinforcement learning, and combines deep learning to construct an 

oral evaluation module and improve the reward mechanism on the basis of recognizing English oral 

communication. The experimental results show that the system model proposed in this paper has better oral 

recognition and evaluation performance, is more in line with practical situations, has higher accuracy, and 

stronger stability. It can effectively adjust reward situations and stimulate learners' learning motivation based 

on their status. The application experiment results show that the system in this article can significantly 

improve the oral performance of learners within the same teaching time, and provide feedback to learners on 

the existing oral problems from multiple perspectives. Most learners indicate that the system can propose 

targeted learning strategies, enhance their enthusiasm for oral learning through reward mechanisms, and 

improve learning efficiency and quality. 

Keywords: reinforcement learning; English speaking; English teaching; Effect evaluation; Information 

Security System 

 

1. INTRODUCTION 

With the acceleration of globalization and the rapid development of technology, English, as one of the universal 

languages for international communication, is an important communication bridge connecting different 

countries [1]. Mastering English speaking skills is crucial for personal career development, international 

communication, and cultural understanding. Especially with the increasing trend of multinational corporations 

and international cooperation, having good English speaking skills can not only help individuals better 

understand the thinking patterns, values, and behavioral habits of different cultural backgrounds, promote 

mutual understanding and friendly cooperation among nations, but also enhance their professional 

competitiveness [2]. In daily life, good English oral teaching can also enhance personal cultural understanding 

and cross-cultural communication skills, help people deeply understand the culture, history, and social customs 

of English speaking countries, enhance their cultural literacy and cross-cultural communication skills, and better 

adapt to the globalized social environment [3]. With the acceleration of teaching reform, many problems in 

traditional English oral teaching have gradually been exposed, as shown in Figure 1, which is the result of a 

survey questionnaire on the current situation of traditional English oral teaching models. 
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Fig.1 Survey questionnaire results on the current situation of traditional English oral teaching mode 

According to the results in the figure, it can be found that there are four main problems in traditional English 

oral teaching. In terms of teaching content, traditional English oral teaching often focuses on explaining 

grammar and vocabulary, while neglecting the importance of oral practice. By explaining grammar rules and 

vocabulary usage for a large amount of time, learners lack the opportunity to actually use the language, making 

it difficult for them to truly master oral skills and effectively improve their oral expression ability. In terms of 

teaching methods, traditional English oral teaching lacks sufficient interaction and participation. Teachers are 

usually the leaders in the classroom, while students are in a passive state of receiving knowledge. This one-way 

teaching method leads to a lack of opportunities for students to actively participate in classroom discussions and 

interactions [4]. In terms of teaching environment, traditional English oral teaching often lacks authentic 

contextual simulation. Learners usually only engage in simple dialogue exercises in the classroom, with little 

opportunity to apply their learned knowledge in real-life contexts [5]. This teaching method, which lacks 

practical context, makes it difficult for students to adapt to the real language environment and effectively 

improve their oral fluency and accuracy. In terms of teaching mode, traditional English oral teaching often 

overlooks individual differences among students. There are differences in the oral proficiency and learning 

ability of different learners, but traditional teaching methods often adopt a one size fits all approach, which 

cannot meet the needs of different learners, thereby increasing their stress and sense of impact [6]. 

Artificial intelligence technology can effectively solve the problems in traditional English oral teaching 

mentioned above. Reinforcement learning, as an advanced machine learning method, is based on a trial and 

error mechanism and aims to maximize expected returns by continuously trying and adjusting strategies [7]. In 

English oral teaching, reinforcement learning can simulate real language environments, provide personalized 

learning experiences for learners, and effectively improve their oral abilities. By analyzing the learning data and 

behavioral characteristics of learners, reinforcement learning algorithms can automatically adjust teaching 

content and difficulty to meet the needs of different learners [8]. During the learning process, reinforcement 

learning algorithms can also provide corresponding rewards or punishments based on the performance of 

learners, thereby helping them identify their strengths and weaknesses and adjust learning strategies [9]. 

Therefore, this article introduces reinforcement learning algorithms to construct a spoken English teaching 

system, and combines other algorithms to improve the performance of the teaching system. 

The main innovative points of this article are as follows: 

Firstly, an English oral teaching system based on reinforcement learning algorithms can provide learners with 

oral practice scenarios that are close to real environments. 

Secondly, this article combines deep learning and reinforcement learning algorithms to extract English oral 

feature data from learners, and improves the quality of English oral evaluation by adding first language oral 

phonemes, providing effective suggestions for improving learners' oral problems. 
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Finally, this article adds a reward mechanism to the English oral teaching system based on reinforcement 

learning algorithms and verifies through comparative experiments that the reward mechanism has a positive 

effect on learners' English oral learning. 

2. RELATED THEORETICAL FOUNDATIONS 

The core idea of reinforcement learning is to enable agents to learn how to take the best action to maximize 

rewards through continuous trial and error during their interaction with the environment. Its core concepts 

include agents, environment, states, actions, and rewards [10]. An intelligent agent is a learning agent that 

perceives states through interaction with the environment and selects and executes actions based on the current 

state. The environment is the external world in which the intelligent agent is located, and it will respond to the 

agent's actions and provide corresponding reward signals. Rewards are the core driving force of reinforcement 

learning, used to evaluate the quality of actions taken by intelligent agents. The basic models of reinforcement 

learning mainly include Markov Decision Process (MDP). MDP is a framework used to describe reinforcement 

learning environments, based on the assumption that the future state of the environment depends only on the 

current state and actions, and is not directly related to previous states and actions [11]. This assumption 

simplifies the complexity of the problem and makes the solving process more convenient. The value function is 

a key concept in reinforcement learning, which includes the following two parts: 

The Markov process includes the environmental state, the agent's execution of actions, the probability of the 

state transitioning to another state after executing actions, and the reward value. In order, its description is 

represented as ( , , , )S A P R . When the intelligent agent is in n  step, its state value function is shown in 

formula (1): 

( ) n nV s H S s =  =      (1) 

Among them, the strategy is denoted as  , the current state is represented as s , and the reward return value is 

represented as nH . Reinforcement learning requires the best strategy to reach the peak expected return value. 

The action value function, also known as the Q function, is shown in formula (2): 

( , ) ,n n tq s d H S s D d =  = =      (2) 

Among them, the execution action is represented as D , and the current execution action is recorded as d . 

The value of the Q function is recorded as the expected return on executing an action in the current state and its 

maximum value is obtained. 

According to the Bellman equation, the decomposition of the state value function and action value function can 

be obtained, as shown in formulas (3) and (4): 

'

' '( ) ( ) ( , , )[ ( )]
d rh

V s d s p s r s d r v s  = +     (3) 

'

' '

,

( , ) ( , , )[ ( )]
s r

q s d p s r s d r v s = +     (4) 

Among them,   represents the discount factor. 

Through temporal differential learning, policy updates can be achieved after the completion of actions, as shown 

in (5) and (6): 

 1 1( ) ( ) ( ) ( )t t t t tV S V S R V S V S + + + + −    (5) 
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' '( , ( , ) ( , ) ( , )Q s d Q s d r Q s d Q s d   + + − ）    (6) 

The teaching and learning of spoken English is a dynamic process, and curriculum learning methods can 

simulate this process by imitating the process of learners gradually deepening their understanding and 

application from basic knowledge [12]. Traditional machine learning methods often use random input data for 

training, without fully considering the hierarchical and ordered nature of knowledge [13]. However, when 

learning new knowledge, humans always start with simple concepts and gradually expand to more complex 

fields [14]. This learning approach, which goes from shallow to deep, helps us better grasp and apply knowledge. 

The schematic diagram of the course learning method process is shown in Figure 2. 

 

Fig.2 Schematic diagram of the process of course learning methods 

Assuming that training can be decomposed into N  steps, the corresponding standardized optimization 

sequence is represented as 1 2( , ,..., )NC O O O=
. For the target training distribution 

( )P z
, each sequence is 

weighted accordingly, as shown in formula 7: 

( ) ( ) ( )t tO z W z P z    (7) 

Among them, the training samples are denoted as z  and z A  , and the training data is denoted as A . 

The above formula also needs to meet three conditions, as shown in (8): 

1

1

( ) ( )

( ) ( )

( ) ( )

t t

t t

t

G O G O

W z W z

O z P z

+

+





 =

   (8) 

3. DESIGN OF AN ENGLISH ORAL TEACHING SYSTEM BASED ON REINFORCEMENT 

LEARNING 

3.1 Dialogue System Design 

The dialogue environment in English oral teaching plays an important role in the oral expression ability, 

language application ability, learning interest and motivation, cross-cultural communication ability, and 

cooperation and communication ability of learners [15]. Previous dialogue models have focused more on 

training dialogue strategies, lacking traceability of dialogue states, and improving dialogue performance based 

on easily generated erroneous outputs [16]. Therefore, this article introduces the decoding of dialogue history in 

the dialogue system, that is, the generation basis of the current dialogue state is the previous round and historical 

dialogue state, combined with database retrieval information to generate system actions, and finally complete 

the system dialogue through natural language generation templates [17]. The schematic diagram of the model 



Computer Fraud and Security 

ISSN (online): 1873-7056 

__________________________________________________________________________________________ 
245 

Vol: 2024 | Iss: 10 | 2024 

 

structure of an English oral teaching dialogue system based on reinforcement learning is shown in Figure 3.
 

 

Fig.3 Schematic diagram of the dialogue system model for English oral teaching based on reinforcement 

learning 

In the dialogue tracing module of the system, the encoder is divided into three types: dialogue history, dialogue 

state, and implicit dialogue state. The generator is the dialogue state generator [18]. There is a strong correlation 

between the content before and after English oral conversations, so using a dialogue history encoder can classify 

content based on bidirectional GRU encoded vectors to understand the learner's intention in English oral 

practice. The calculation formula is shown in (9):
 

, , 1 ,

, , 1 ,

, ,

( , )

( , )

max( ;

ctx ctx

t l fwd t l t n

ctx ctx

t l bwd t l t n

l l ctx ctx

t t l t l

b GRU b

b GRU b

y sof W b b





−

−

 =



=


 =  

   (9) 

In the formula, the probability distribution of learner intentions is described as uMl

ty R , the number of 

intentions is uM , and the training parameter is denoted as lW . 

The dialogue state encoder can obtain the current state situation based on the previous round of spoken dialogue 

state, thereby determining the slot value sequence relationship. Through one-way GRU, it can be obtained as 

shown in (10): 

, 1 , 1 , ,( , )st st c b

t j t j t j t jb GRU b e e−= +    (10) 

Among them, ,

b

t je  is obtained after index encoding, and ,

c

t je  is obtained from the previous round of dialogue 

state encoding. 

Generate system dialogue states through a dialogue state generator, as shown in (11): 
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31 2
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, , ,

, , , , , , ,

, 1 , , , ,

max( ( ) )

max( ( ) )

max( ( ) )

max( ; ; ;

gen dec T

t g t j

ctx ctx dec T

t g t j t j

st st dec T

t g t j t j
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P soft b b
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= 
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j










   

  (11) 

Among them, the probability output of GRU after being mapped by the trainable matrix is represented as ,

gen

t gP , 

and the two attention points are represented as ,

ctx

t gP  and ,

st

t gP
 

respectively. The final decoding probability is 

denoted as ,

final

t gP , the trainable matrix of 31 2 3

, , , ,, ,
ptrptr ptr ptr

t g t g t g t gP P P P R  =    is denoted as W , and the input 

of the decoding model is represented as ,t gw . 

Due to the temporal nature of spoken English conversations, all dialogue history is maintained by using an 

implicit dialogue state encoder, as shown in (12): 

3 1

1

( , )

; ; ;

( , ) max( [ ])

state state

t t t

s s state kd

t t t t t

s s s s s

t t t t

b GRU b v

u d m b b

d slot u sotf MLP u

−

−

 =



 =  


=

   (12) 

Among them, after encoding the dialogue, tm  is obtained, and the corresponding probability distribution of 

the dialogue strategy in the action and strategy spaces is represented as ( , )s s s s

t t td slot u . The binary 

classification result corresponding to each slot is represented as 
s

tslot . 

3.2 English Speaking Evaluation Module Combined with Deep Learning 

For English learners, English is not inferior to language, so they may be influenced by their first language 

during the learning process. The incorrect pronunciation that occurs during oral pronunciation may be partly 

based on the annotated pronunciation of the English target pronunciation, or partly based on the annotated 

pronunciation that cannot be recognized by English pronunciation. In order to improve the performance of 

reinforcement learning models in evaluating learners' oral performance, this paper introduces Transformer in 

deep learning [19]. Meanwhile, considering the situation where alignment cannot be optimized during the oral 

evaluation process, this model will obtain error status labels that align the actual English pronunciation with the 

target text pronunciation [20]. In addition, the model should add a task of classifying first language spoken 

phonemes, based on relevant features of first language spoken language, to assist in improving English speaking 

evaluation results. The English speaking evaluation process combined with Transformer and an example of 

evaluation alignment annotation are shown in Figure 4. 
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Fig.4 English Speaking Recognition and Evaluation Process Combined with Transformer and Example of 

Evaluation Alignment Annotation 

According to the process in Figure 4, it can be seen that the decoder input of the model is not the learner's actual 

pronunciation, but a prior target text factor, in order to obtain direct prediction results of actual pronunciation 

and incorrect labels. The high-level abstract audio features are denoted as G , the actual pronunciation is 

denoted as 
P̂

, and the labels and error labels are denoted as 
1 2{ , ,..., }nE e e e=  and 

1 2
ˆ ˆ ˆ ˆ{ , ,..., }nE e e e= , 

respectively. The training objectives between the two are achieved through a binary cross entropy loss function, 

as shown in (13): 

ˆBCE

eL BCE E E= （ ， ）  (13) 

In the first language assisted classification task, the mother tongue accent description label is marked as m , 

and the corresponding prediction is marked as m̂ . The training of both is shown in (14): 

ˆ( , )mL CrossEntropy m m=    (14) 

Among them， ˆ ( )m StatisticsPooling G= 。 

The complete loss function of the model is shown in (15): 

e m asrL L L L = + +    (15) 

Among them,   and   represent the weights of the first language recognition auxiliary task and the loss 

function weights of the speech recognition auxiliary task, respectively. 

In the process of oral evaluation, not only first language phonetic features are required, but also English 

phonetic features need to be added. However, the increase in English phonetic features may lead to problems 

such as mismatched inference data and weakened model performance. Therefore, this article adopts Wav2vec2 

self supervised learning, as shown in Figure 5. 
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Fig.5Wav2vec2 Schematic diagram of self supervised learning training 

Through Wav2vec2 self supervised learning, the model can complete data meaning feature extraction without 

manual text annotation, improving the efficiency of model task training. 

After the pre training of the model is completed, it is necessary to verify its corresponding performance. In order 

to better test the model performance, this article chooses the L2 Arctic dataset for English speaking evaluation 

experiments. Firstly, this article first statistically analyzes the common oral errors of English learners who use 

Chinese as their first language in this dataset, as shown in Figure 6. From the results in the graph, it can be seen 

that common oral errors among English learners who use Chinese as their first language have a high degree of 

consistency, that is, verifying the cognitive impact of the first language on English speaking. The addition of 

auxiliary tasks for first language phoneme classification in the model has a positive impact on English speaking 

assessment. 

 

Fig.6 Statistical results of common oral errors among English learners whose first language is Chinese 

In order to further verify the influence of first language oral information, this study selected two English oral 

evaluation models and our model for F1 performance comparison. The results are shown in Figure 7. From the 

results in the graph, it can be seen that without adding oral information in the first language, the F1 value of our 

model is the highest under three different factor types. However, the improved ASR model has a significantly 

higher F1 value than the ASR model under the other two phoneme types, except for the F1 value in the original 

phoneme that is similar to the F1 value in ASR. After adding first language oral information, both auxiliary 

classification tasks and first language oral labels can significantly improve the F1 values of the three models. In 

addition, the F1 value of the model in this article is still at its highest state in different situations. This indicates 

that the increase in phonemes in first language spoken language can indeed effectively improve the effectiveness 

of English oral evaluation, and the model in this paper performs the best in English oral evaluation among the 

three models. 
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Fig.7 Experimental results of three English oral evaluation models F1 

In order to verify the impact of the Wav2vec2 self supervised learning module on the performance of the 

English oral evaluation model, this paper conducted comparative experiments on the multi accent dataset L2 

Abstract and the single accent dataset SpeedOcean, respectively, with this model and the other two models. As 

shown in Figure 8, the acoustic unit results of similar pronunciations determined by the model in this article 

based on semantic vectors without linguistic knowledge. The results in the figure show that the model in this 

article can determine adjacent acoustic units based on the distance distribution characteristics of acoustic units, 

and the visual distribution of acoustic units is uniform, avoiding the negative impact caused by uneven 

distribution. This indicates that compared with traditional methods, the model proposed in this paper may obtain 

more detailed and controllable misreading data at the granularity, and implement training based on the distance 

labels of front and back semantic vectors. 

 

Fig.8 The acoustic unit results of similar pronunciations determined by the model in this article based on 

semantic vectors without linguistic knowledge 

As shown in Figure 9, the comparison results of F1 values for English speaking evaluation using three models in 

different datasets are presented. The results in Figure (a) show that when the proportion of the training dataset is 

20%, the F1 improvement of the model without increasing self supervised learning is not significant compared 

to the ASR model, but there is a significant improvement in the F1 value of the model with increasing self 

supervised learning. As the proportion of training datasets increases, the F1 values of all three models continue 

to improve, and the model with increased supervised learning performs best in F1 values. The results in Figure 

(b) show that in the single tone dataset, the F1 value of the model with added self supervised learning still 

performs the best, while the ASR model performs the worst. This indicates that adding the Wav2vec2 self 

supervised learning module can significantly improve the effectiveness of comment oral evaluation, providing 

more reliable data information for future application experiments. 
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Fig.9 Comparison of F1 values in English oral evaluation using three models in different datasets 

3.3 Improving reward mechanisms 

Non first language English learners may be affected by the interference of their first language during oral 

practice, which means they need to control their first language and reduce the cost of switching between two 

languages. At the same time, English learners need to choose appropriate English words to express themselves 

based on the current situation in the oral process, so that their oral expression can be fluent in vocabulary, which 

involves their ability to control their reactivity. Therefore, English learners may be in a state of language system 

contradiction during the learning process, requiring further interference or stimulation from external factors to 

promote their English learning process. In English oral teaching, different rewards are important stimuli that 

push English learners out of the contradictory state of the language system, and corresponding punishments are 

likely to cause learners to stop learning English oral behavior. Therefore, this article adds a reward mechanism 

to the English oral teaching system based on reinforcement learning, which provides learners with 

corresponding rewards based on their English oral evaluation and analysis results. 

According to existing research, the emergence of rewards itself does not have a significant motivating effect on 

learners' learning behavior, but rather the differences in reward prediction play a motivating role in learning 

behavior. The difference in reward prediction refers to the difference between the rewards received by learners 

and their own predicted reward results. When the rewards and predicted results are consistent, it can better 

stimulate the learning motivation mechanism of learners, and vice versa, it may inhibit the learning motivation 

mechanism of learners. There are significant differences in the prediction results of rewards among different 

learners, so it is necessary to continuously adjust the reward mechanism for different learners based on their oral 

assessment and feedback on different rewards in the reinforcement learning module. At the same time, learners 

will also re recognize their own errors in predicting rewards based on the results of English oral evaluation at 

different stages, thereby further adjusting their behavior and improving their motivation to learn English oral 

skills. The control expected value theory based on reinforcement learning is shown in Figure 10. 

 

Fig.10 Control Expectation Value Theory Based on Reinforcement Learning 

Learners can choose their future English oral learning behavior based on the expected value of control, that is, 

the reward mechanism will have a decisive impact on their oral learning behavior. The value updates and 

expected reward errors calculated by learners based on reward errors are shown in (16) and (17): 
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1 1t t tJ J RPE− −= +    (16) 

1 1 1t t tRPE R J− − −= −    (17) 

Among them, the current reward sequence number is t , the corresponding value is denoted as tJ , the 

prediction error of the previous reward is denoted as 1tRPE − , the actual reward result is denoted as 1tR − , and 

the learning rate is denoted as ,0 1   . 

In order to verify the motivating effect of the reward mechanism on learners' English oral learning, this study 

selected two groups of learners for comparative experiments. One group is the experimental group, which 

introduces the reward mechanism in the learning system, and the other group is the control group, which adopts 

the general reward method in the learning system. In order to better understand the impact of the reward 

mechanism on the motivation of learners to learn English speaking, based on passing as the baseline, passing 

above is divided into two grades, namely 0.5 and 1, while passing below is also divided into two grades, namely 

-0.5 and 1. The results are shown in Figure 11. From the results in the figure, it can be seen that in the 

experimental group, the first two experimental results can be seen as the training period, that is, the reward 

mechanism in the model extracts more feature information through interaction with learners and continuously 

adjusts it. At this time, the learners' oral performance and expected reward error results are in a relatively 

disordered state. In the last two experiments, it can be seen that the learners' oral evaluation scores gradually 

stabilized and showed a significant improvement, and the expected reward error also gradually stabilized and 

increased. In the comparison group, the performance of the learners in the four experiments showed poor 

stability, and the corresponding expected error disorder of rewards was strong. This indicates that the reward 

mechanism in this article can effectively adjust rewards based on the results of learners' oral evaluation, thereby 

better motivating learners to learn oral English. Learners can also adjust their learning behavior and reward 

expectations based on different reward situations. The interaction between the two can significantly improve 

learners' oral learning, and the reward mechanism can play a positive role in English oral teaching. 

 

Fig.11 Error analysis of English oral evaluation and reward prediction for learners under different 

reward mechanisms 

3. Evaluation of the application effect of reinforcement learning in English oral teaching 

To test the application of reinforcement learning based English oral teaching system in practical teaching, this 

article selected two English learning classes from a certain school for comparative experiments. Among them, 

Class A is the control class, using a general English oral teaching model, while Class B is the experimental class, 

using an English oral teaching system based on reinforcement learning. Before conducting the comparative 

experiment, this article first conducted a performance test on the oral evaluation of learners in Class B. Ten 

learners from Class B were randomly selected to evaluate their English oral pronunciation level, and the system 

evaluation performance of this article was analyzed. The results are shown in Figures 12 and 13. From the 
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results in the graph, it can be seen that the model in this article can score learners from five aspects: intonation, 

speed, intonation, rhythm, and emotion, and based on this, obtain the final result. This indicates that the model 

can effectively and targetedly point out the problems that learners have in English speaking, and based on this 

result, propose effective learning strategies. 

 

Fig12. Evaluation Results of English Spoken Pronunciation among 10 Random Learners in Class 12B 

The performance analysis results of the English oral teaching system based on reinforcement learning are shown 

in Figure 13. From the results in the graph, it can be seen that in terms of precise consistency, adjacency 

consistency, and Pearson correlation coefficient results, the system results in this paper are significantly higher 

than those of big data analysis systems and multi-source feedback systems. This indicates that the English oral 

evaluation performance of the system in this article has higher accuracy. In terms of misjudgment rate, the 

misjudgment rate of the system in this article is significantly lower than the other two systems, showing lower 

error and higher stability. Based on the above analysis, it can be concluded that the English oral teaching system 

based on reinforcement learning can be effectively applied to English oral teaching. 

 

Fig.13 Performance analysis results of English oral teaching system based on reinforcement learning 

In the comparative experiment, the English speaking scores of the two classes are tested first. There are 35 

learners in each of the two classes, and the comparison of English speaking scores between the two classes 

before the experiment is shown in the figure. From the results, it can be seen that there is no significant 

difference in English speaking scores between the two classes of learners, indicating that there is no significant 

difference between the two. A comparative experiment can be conducted. 

 

Fig.14 Comparison of English speaking test results between the two classes before the experiment 
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As shown in Figure 15, the results of the English speaking test after the experiment for two classes show that 

overall, the grades of Class B are generally significantly improved compared to Class A. In terms of the 

improvement rate of grades at different levels, the number of failed grades in Class B has significantly 

decreased, and the proportion of excellent grades has increased by a higher rate than that of Class A. Although 

there has been some improvement in the grades of Class A, the number of failed grades has hardly changed. 

This indicates that although general English oral teaching methods can improve learners' English oral 

performance to a certain extent, their ability to stimulate their learning initiative and enthusiasm is relatively 

weak. And the model in this article can not only target the oral problems that different learners have. Moreover, 

it can also provide corresponding rewards based on the learning situation of different learners, stimulate their 

enthusiasm and motivation for learning English speaking, and significantly improve learning efficiency. 

 

Fig.15 The results of the English speaking test after two class experiments 

The evaluation results of two classes on the English oral teaching mode are shown in Figure 16. The results in 

the figure show that most learners in Class A believe that the effectiveness of English oral teaching in this class 

is not very good or very poor. The main reason is that learners are unable to identify their own oral problems, 

which can easily lead to learning bottlenecks. Secondly, it is due to insufficient motivation for oral learning. 

More than 69% of learners in Class B believe that the English oral teaching system in this class is very effective, 

while only a small number of learners believe that the teaching effect is not very good. The main reason why the 

learners in this class recognize the teaching system is that it can effectively conduct oral evaluation, allowing 

learners to have a more intuitive view of their own oral learning status. And propose targeted questions and 

learning strategies, followed by reward mechanisms that can effectively meet the expectations of learners and 

stimulate their motivation. 
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Fig.16 The evaluation results of two classes on the English oral teaching mode 

5. CONCLUSION 

English oral teaching is one of the important ways to improve learners' English oral skills, but the traditional 

English oral teaching model is single, one-way, and lacks effective oral practice, which cannot meet the diverse 

needs of different learners in English oral practice. Therefore, this article constructs English oral teaching based 

on reinforcement learning, and combines deep learning to construct an English oral evaluation module, and 

improves the reward mechanism. The performance test results show that the English oral evaluation module 

combined with deep learning can determine the acoustic units of spoken language without manual annotation. 

Compared with other evaluation models, this evaluation model has higher performance stability, lower error rate, 

and better evaluation effect. Furthermore, the improved reward mechanism can effectively enhance the interest 

of learners in learning English speaking. The experimental results of teaching application show that the model 

proposed in this article can accurately identify learners' spoken English, reflect the problems existing in learners' 

spoken English from multiple perspectives, and propose targeted improvement strategies to help learners further 

improve their speaking ability. Meanwhile, most learners recognize the English oral teaching system based on 

reinforcement learning, believing that its reward mechanism can effectively stimulate learning motivation and 

improve oral learning enthusiasm. Future research can further expand the experimental scale and extend the 

experimental period to comprehensively evaluate the application effect of reinforcement learning in English oral 

teaching. At the same time, more advanced reinforcement learning algorithms and technologies can be explored 

to further optimize the teaching framework and improve teaching effectiveness. 
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