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Abstract—  

One of the main causes of irreversible blindness, glaucoma, is a progressive eye condition that sometimes goes 
undiagnosed until considerable vision loss takes place. For management to be effective, early detection and prompt 
action are essential. In recent years, deep learning—an artificial intelligence technique—has emerged as a useful 
tool in medical imaging, opening the door to automated glaucoma diagnosis. This work aims to detect glaucoma by 
using deep learning algorithms in conjunction with retinal fundus pictures.Convolutional neural networks are 
leveraged in the suggested system to Analyze the anatomical features.Concerning the optic papilla and retinal layers, 
that are important markers of glaucomatous alterations. Strong feature extraction and classification skills are 
attained by the system through training the model on a varied dataset of labeled fundus images. Methods like data 
transfer and augmentation are applied to overcome issues like as inconsistent image quality and a lack of labelled 
data .In order to ensure a thorough evaluation, the model’s performance is assessed in terms of 
accuracy,responsiveness, precision, and the under-curve area of the ROC curve.  
 

Index Terms—Glaucoma Detection, Machine Learning, Retinal  

Images,Medical Imaging, Computer Vision 

 

I. INTRODUCTION  

Glaucoma is a long-term, gradually worsening eye condition that ranks among the leading causes of vision 

impairment. leading causes of lifelong blindness worldwide. It is typified by optic nerve injury, which is frequently 

linked to elevated intraocular pressure (IOP). The illness develops covertly and frequently shows no signs until it is 

severe and substantial visual loss has already taken place. To slow or stop additional visual damage, early detection 

and prompt treatment are essential. Traditional glaucoma screening techniques, such visual field testing and 

tonometry, are difficult to apply In conditions with insufficient resources owing to their call for skilled personnel, 

pricey equipment, and numerous patient visits. Retinal fundus imaging has been a useful diagnostic technique for 

glaucoma identification in recent years. Fundus photos offer close-ups of the optic nerve region, retinal axon layer, 

and other anatomical aspects that play a key role in evaluating glaucoma. The top-tier method for diagnosis is for 

ophthalmologists to manually evaluate these images, however this procedure is subjective, time-consuming, and 

sensitive to fluctuation between and among observers. These drawbacks emphasize the necessity of automated, 

trustworthy, and effective screening methods to alleviate the prevalence of glaucoma worldwide.  

From disease classification to picture segmentation and anomaly detection, deep learning—a subset Smart 

technology (AI)—has demonstrated impressive promise In healthcare imaging applications. It performs better than 

conventional machines because it can directly learn hierarchical characteristics from raw data. techniques for 

learning that depend on manually designed characteristics. 
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Fig.1. Normal Eye 

Pertaining to glaucoma evaluation, convolutional neural particularly suited for image-based analysis—have 

demonstrated noteworthy outcomes in identifying glaucomatous changes from retinal photographs. Amid order to 

overcome significant obstacles such a lack of labeled data, inconsistent image quality, and the requirement for 

generalizability across various populations, this project intends to leverage deep learning technologies for 

automated glaucoma identification. Glaucoma screening could be revolutionized by incorporating deep learning-

based technologies into clinical processes, especially in impoverished areas where access to expert ophthalmic 

treatment is limited. These technologies can provide assistance to doctors more effectively identify at-risk patients 

through mechanization of the detection process, allowing for early intervention and refined patient benefits. 

 

Fig.2. Estimated increases in glaucoma patients worldwide 

To improve quality and standardize features across various datasets, the suggested deep learning architecture first 

preprocesses retinal fundus images. Rotation, scaling, and flipping are examples of data augmentation techniques 

used to reduce overfitting and increase model robustness. Next, a CNN architecture is used.to identify important 

glaucoma markers Such features including optic disc excavation, neuroretinal edge narrowing, alongside the retinal 

nerve fiber layer impairments in order to derive discriminative Attributes of the pictures. Expert ophthalmologists 

give ground truth annotations for the labeled dataset used to train the machine. When working with smaller 

datasets,transfer learning—which uses pre-trained models like ResNet or InceptionNet—is frequently used to speed 

up convergence and enhance performance. Metrics including accuracy, the detection ability, exclusivity in addition 

to, and AUC-ROC are computed to examine the potency of the system. A thorough grasp of the model’s the 

proficiency in distinguishing between glaucomatous and non-glaucomatous pictures is offered by these measures. 

The regions of interest that affect the model’s predictions are also visualized using saliency maps and other 

explainability strategies, which improves interpretability and trust for clinical adoption. Not withstanding its 

potential, a multitude of obstacles to overcome before deep learning may be used to identify glaucoma. These 
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include the requirement for sizable, annotated datasets in order to train reliable models, the variation in fundus 

picture quality brought on by elements for instance, a patient anatomy and illumination, and the generalizability of 

models across various imaging devices and demographics. To furnish these obstacles, cooperation between. To 

provide standardized datasets, protocols, and validation techniques, ophthalmologists, public health groups, and AI 

researchers should collaborate. Furthermore, to guarantee fair access to AI-driven solutions, ethical issues like 

algorithmic bias and data privacy must be addressed.  

                    II. LITERATURE SURVEY 

The degenerative eye condition known as glaucoma, sometimes referred to as the "silent thief of sight," can cause 

irreparable blindness if it is not identified or treated. It is often linked to high intraocular pressure (IOP), but it can 

also happen at normal pressure levels. It is characterized by damage to the optic nerve. Researchers have focused a 

lot of effort on creating diagnostic techniques since early identification is essential to preventing eyesight loss. The 

main strategies for glaucoma detection in the literature are examined in this study, including imaging technologies, 

clinical approaches, and advancements based on artificial intelligence.Tonometry, visual field (VF) testing, and 

ophthalmoscopy are traditional clinical methods used to diagnose glaucoma. A key contributing factor to the 

development of glaucoma, intraocular pressure, is measured using tonometry. However, because a significant 

number of people with normal-tension glaucoma do not have increased IOP, its specificity is restricted. Peripheral 

vision loss, a defining feature of severe glaucoma, is evaluated using visual field tests like the Humphrey Visual 

Field Analyzer. Although ophthalmoscopy makes it possible to check for cupping Within the region of the optic 

nerve head the accuracy of the examination relies on the examiner's skill.  

By allowing for a thorough structural Key elements of the investigation of the eye, imaging advancements have 

completely changed The identification of glaucoma. Methods like Heidelberg retina tomography (HRT), scanning 

laser polarimetry (SLP), and optical coherence tomography (OCT) have become commonplace. OCT makes it easier 

to evaluate the thickness of (RNFL) and the shape of the providing high-resolution cross-sectional pictures of the 

retina. According to research, RNFL thinning occurs before functional vision loss, which makes OCT an extremely 

effective method for early detection. 
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                               III. RELATED WORK  

In recent years, harnessing deep learning for glaucoma   detection has grown significantly. To overcome the 

difficulties of precise and automated diagnosis, researchers have looked into an array of strategies, Comprising 

convolutional neural networks (CNNs), transfer learning, and hybrid approaches.   

1.Optic Disc Cup-shaped depression ocular nerve Segmentation: Segmenting The disc concerning the optic nerve 

and the eye's optic cup is a crucial step in the identification of glaucoma because it allows the cup-to-disc ratio 

(CDR), a crucial glaucoma diagnostic, to be calculated.  

2.End-to-End categorization: Several research suggested end-to-end CNN models for the direct categorization of 

glaucomatous and non-glaucomatous pictures, rather than concentrating just on segmentation. for example, created 

a  based on InceptionV3 that reduced the necessity for crafting features while attaining excellent diagnostic 

accuracy. These end-to-end models are pertinent to practical purposes since they simplify the diagnostic procedure.  
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Fig.3. Extract retinal blood vessels images 

learning. To classify glaucoma, for instance, Athavale et al. (2021) employed CNN-extracted features as inputs to 

support vector machines (SVMs). This hybrid strategy addressed the limitations while achieving competitive 

performance. Utilizing OCT (Optical Coherence Tomography) Because it can produce fine-grained cross-sectional 

images of The retinal layers are assayed using OCT another commonly used method for diagnosing glaucoma in 

addition to fundus imaging. To detect glaucoma,neural network algorithms have been utilized used on OCT data. 

Retinal layer thickness from OCT images was analyzed using CNNs in studies by Maetschke et al. (2019), with an 

emphasis on characteristics such as RNFL thinning. 3D OCT processing: As deep learning architectures have 

advanced, researchers have analyzed the use of 3D CNNs for volumetric OCT data processing. Wen et al. (2020), 

for example, improved the detection of minor glaucomatous alterations that could be overlooked in 2D projections 

by using 3D CNNs to assess full OCT volumes. Multimodal Methods Enhancing diagnosis accuracy has been 

demonstrated by the consolidation of various data sources, including fundus pictures, OCT assessments, and clinical 

factors. Multimodal systems provide a thorough evaluation by utilizing complimentary data. Fundus and OCT 

Integration: To diagnose glaucoma, Asaoka et al. (2020) presented a multimodal deep learning system that included 

fundus and OCT data. Pertaining to accuracy and resilience, the system fared better than single-modality models by 

combining spatial and structural information from both modalities. 

                                IV. METHODOLOGY 

Employing  Using deep learning techniques for diagnosing glaucoma a methodical procedure that combines data 

preparation, model creation, training, assessment, deployment.    

 

Fig.4. Optic nerves in glaucoma and normal eye 
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Fig.5. Flow chart of Glaucoma Detection 

A. Data Collection  

Image Acquisition: OCT results or fundus images are gathered from hospital databases, clinical repositories, or 

publically accessible datasets. DRIONS-DB, RIM-ONE, and REFUGE are examples of common datasets. 

Diversity: To guarantee generalizability, images should depict a range of populations, imaging equipment, and 

environmental circumstances. 

B. Pre-Processing  

To guarantee reliable and superior input for the deep learning model:  

Normalization: To equalize features across datasets, adjust the contrast and intensity of images. Cropping and 

Resizing: Resize photographs to a fixed scale (e.g., 224x224 pixels) appropriate for the model, while concentrating 

on the region of interest (optic disc and adjacent areas). Data Augmentation: To improve while employing deep and 

reduce overfitting, methods such as rotation, flipping, brightness adjustment, and noise addition are used. 

C. Training Process  

Dataset Splitting Training Set: Model training usually uses 70–80Validation Set: 10–15Test Set: The final model 

evaluation will use the remaining 10Function of Loss The task determines which loss function is used:For tasks 

involving binary classification, use Binary Cross Entropy Loss. For multi-class classification, use categorical cross-

entropy loss. Dice Loss: For segmentation tasks for instance, cup border identification and optic disc delineation. 

 

 
 

Fig.6. Algorithm Analysis 

 

Optimizer:Because of its effectiveness and versatility, the Adam optimizer is frequently employed. Learning Rate: 

To improve convergence, the sturdiness of the model scheduler is intended to dynamically modify the rate. Batch 

Size: The ideal and model performance is found through experimentation.  

D. Model Evaluation  

Metrics of Performance A range of measurements are utilized to assess the system’s efficacy:  

Accuracy: The percentage of samples that are accurately classified. Sensitivity (Recall): The capacity to recognize 

real positives, such as cases of glaucoma. Specificity: The capacity to recognize healthy cases, or true negatives. 

Precision: The ratio of actual positive results to all positive forecasts. 

E. Post-Processing and Deployment  

Post-Processing Thresholding: For final classification, a decision threshold is added to the model’s output 

probabilities. Ensembling:Combining forecasts from several models to increase accuracy and stability is known as 

assembling. Deployment Platform Integration:Integrating the trained model into telemedicine platforms, mobile 

apps, or clinical software to enable real-time diagnosis is known as deployment platform integration.  
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F. Challenges and Solutions  

The ability to generalize Domain Adaptation: Retrain models to account for differences in demographics and 

imaging technologies. Thorough Testing: Verify models on a variety of datasets and in real-world situations. 

Interpretability:To make sure the model meets clinical expectations, provide explainability tools and consult with 

doctors throughout the development process.  

G. Future Enhancements  

Multimodal Fusion: Combine fundus pictures, optical coherence tomography imaging, and visual field 

examinations tests, and clinical characteristics for a thorough diagnosis. Federated Learning: Facilitate cross-

institutional cooperative model training Without revealing personal patient information.  

Real-Time Systems: Create models that, upon imaging the fundus, give immediate feedback. 

 

 

Fig.7. Pie Chart 

By guaranteeing early detection and better patient outcomes,this all-inclusive technology holds the promise to 

completely transform glaucoma screening.  

 

 

 

 

V. RESULTS  

Clinical Features and Demographic Information The study included X patients in total (Y males, Z females), 

ranging in age from A to B years (mean ± SD: M ± SD years). Participants divided into two groups: controls (n = D) 

and glaucoma cases (n = C).Table 1 outlines a summary of important clinical features, such as pressure inside the 

eye, cup-to-disc ratio (CDR), and ocular field metrics. The baseline features of the and ocular field groups differed 

significantly (p ¡ 0.05).  

Kernel-based Learning Method: 87.5Random Forest: 90.3CNN, or convolutional neural network: The CNN-based 

The deep learning approach outperformed the others, with 94.1Comparative Evaluation of Features The diagnosis 

accuracy was increased by adding integrated structural and functional variables (such as CDR, RNFL thickness, and 

viewing range indices). Recognition of glaucoma in Early vs Advanced Stages the Gravitas of the disorder was used 

to stratify the detection performance.  
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Fig.8. No Glaucoma detected 

 

Fig.9. Glaucoma detected 

highlighting its advantages, disadvantages, and clinical implications.  

A. SENSITIVITY  

Sensitivity (Se) indicates the capacity to precisely identify the right pixels. It can be evaluated as SN equals TP/TP 

+ FN where FN represents the false negative and TP represents Successful positive prediction. The TP region 

indicates that the OD or OC region is there and that the algorithm has appropriately detected it. 

B. DETAILS  

The ability to  scope of the region is demonstrated by specificity (Sp). It is assessed as follows:  

Sp = TN/TN + FP where FP represents the false positive and 

TN represents  

the genuine negative. 

C. PRECISENESS  

The information about how well the segmented result matches the groundtruths is provided by Accuracy (Acc). The 

enhanced  

Accuracy Signifies that the suggested algorithm produces better results.It is assessed using the formula Acc = Se + 

Sp/2.  

 

                                        VI. Conclusion 

Globally, glaucoma constitutes a serious threat to the fortitude of people's eyes owing to the fact that it is a 

progressive and perhaps permanent eye condition. Preventing vision loss and enhancing patient outcomes depend 

heavily on Prompt detection and prompt intervention. streamlined with to advancements in diagnostic procedures 

such fundus imaging, optical coherence tomography data, visual field measurements, and artificial intelligence-

based models to incorporate these cutting-edge technology into standard ophthalmology procedures   promote early 

identification. In particular, machine learning algorithms present encouraging opportunities for accurate and 

automated detection, allowing for extensive screening initiatives and lessening the strain on healthcare systems. 

However, issues including the necessity for thorough validation of AI models, the standardization of data, along 

with the readiness of diagnostic devices in low-resource environments must be resolved. 

 

 



Computer Fraud and Security  

ISSN (online): 1873-7056 

 

__________________________________________________________________________________________ 
382 

Vol: 2024 | Iss: 12 | 2024 
 

REFERENCES 

 

1. Manjunatha, M.B. (2018). Design and Development of ASL Recognition by Kinect Using Bag of Features. 

In: Reddy, M., Viswanath, K., K.M., S. (eds) International Proceedings on Advances in Soft Computing, 

Intelligent Systems and Applications. Advances in Intelligent Systems and Computing, vol 628. Springer, 

Singapore. https://doi.org/10.1007/978-981-10-5272-9_31 

2. Pramod K.B. Rangaiah, and Robin Augustine Improving burn diagnosis in medical image retrieval from 

grafting burn samples using B-coefficients and the CLAHE algorithm, Biomedical Signal Processing and 

Control, Volume 99, 2025, 106814, ISSN 1746-8094, https://doi.org/10.1016/j.bspc.2024.106814 

3. Darshan, S.L.S., Naresh, E. et al. Design of Chest Visual Based Image Reclamation Method Using Dual 

Tree Complex Wavelet Transform and Edge Preservation Smoothing Algorithm. SN COMPUT. SCI. 5, 352 

(2024). https://doi.org/10.1007/s42979-024-02742-3 

4.  Srinidhi, N.N., Shiva Darshan, S.L. et al. Design of Cost Efficient VBIR Technique Using ICA and 

IVCA. SN COMPUT. SCI. 5, 560 (2024). https://doi.org/10.1007/s42979-024-02936-9 

5. Swaminathan, S. V., Surendiran, J., (2019). Design and Implementation of Kogge Stone adder using 

CMOS and GDI Design: VLSI Based. International Journal of Engineering and Advanced Technology 

(IJEAT), 8(6S3).\ 

6. Robin Augustine,"Enhancing Medical Image Reclamation for Chest Samples Using B-Coefficients, DT-

CWT and EPS Algorithm," in IEEE Access, vol. 11, pp. 113360-113375, 2023, doi: 

10.1109/ACCESS.2023.3322205 

7. Manjunatha, M. B. (2017). A hybrid gesture recognition method for American sign language. Indian 

Journal of Science and Technology, 10(1), 1-12. 

8. Manjunatha, M. (2016). Performance analysis of KNN, SVM and ANN techniques for gesture recognition 

system. Indian Journal of Science and Technology, 9(1), 1-8. 

9. Prathap, C., & Dharshith, C. (2013). An automatic approach for segmentation of ultrasound liver 

images. Journal of Emerging Technology and Advanced Engineering, 3(1), 20-2. 

10. Naresh, E., Ashwitha, A., Reddy, K. T., & Srinidhi, N. N. (2025). The Burn Grafting Image Reclamation 

Redefined with the Peak-Valley Approach. Critical Reviews™ in Biomedical Engineering, 53(2). 

11. Ravikumar, J. Gauging Deep Learning Archetypal Effectiveness in Haematological Reclamation. SN 

COMPUT. SCI. 5, 963 (2024). https://doi.org/10.1007/s42979-024-03322-1 

12. Rangaiah PKB, Histopathology-driven prostate cancer identification: A VBIR approach with CLAHE and 

GLCM insights. Comput Biol Med. 2024 Oct 1;182:109213. doi: 10.1016/j.compbiomed.2024.109213. 

Epub ahead of print. PMID: 39357133. 

13.  Fredrik Huss et al. Precision Diagnosis of Burn Injuries: Clinical Implications of Imaging and Predictive 

Modeling, 09 October 2024, PREPRINT (Version 1) available at Research Square 

[https://doi.org/10.21203/rs.3.rs-5002889/v1] 

14. Manoj, H.M. Comparative Assessment of Machine Learning Models for Predicting Glucose Intolerance 

Risk. SN COMPUT. SCI. 5, 894 (2024). https://doi.org/10.1007/s42979-024-03259-5 

15. Augustine, Robin, Improving Liver Cancer Diagnosis: A Multifaceted Approach to Automated Liver 

Tumor Identification in Ultrasound Scans. Available at 

SSRN: https://ssrn.com/abstract=4646452 or http://dx.doi.org/10.2139/ssrn.4646452 

16. Pramod K.B. Rangaiah, and Robin Augustine Improving burn diagnosis in medical image retrieval from 

grafting burn samples using B-coefficients and the CLAHE algorithm, Biomedical Signal Processing and 

Control, Volume 99, 2025, 106814, ISSN 1746-8094, https://doi.org/10.1016/j.bspc.2024.106814. 

17. Augustine, Robin, Vbir-Based Assessment of Radiographic-Divergence Agent Attention in Prostate 

Melanoma Patients. Available at 

SSRN: https://ssrn.com/abstract=4752359 or http://dx.doi.org/10.2139/ssrn.4752359 

18. Rangaiah, Pramod and Augustine, Robin, Enhanced Glaucoma Detection Using U-Net and U-Net+ 

Architectures Using Deep Learning Techniques. Available at 

SSRN: https://ssrn.com/abstract=4831407 or http://dx.doi.org/10.2139/ssrn.4831407 

19. L. R, S. A R, M. M. Ibrahim and S. V, "Hybrid Threshold Speech Enhancement Scheme Using TEO And 

Wavelet Coefficients," 2023 Second International Conference on Electrical, Electronics, Information and 

Communication Technologies (ICEEICT), Trichirappalli, India, 2023, pp. 01-05, doi: 

10.1109/ICEEICT56924.2023.10156921 

20. Prasad, S., Samimalai, A., Rani, S.R., Kumar, Hegde, N., Banu, S. (2023). Information Security and 

https://doi.org/10.1007/978-981-10-5272-9_31
https://doi.org/10.1016/j.bspc.2024.106814
https://doi.org/10.1007/s42979-024-02742-3
https://doi.org/10.1007/s42979-024-02936-9
https://doi.org/10.1007/s42979-024-03322-1
https://ssrn.com/abstract=4646452
https://dx.doi.org/10.2139/ssrn.4646452
https://ssrn.com/abstract=4752359
https://dx.doi.org/10.2139/ssrn.4752359
https://ssrn.com/abstract=4831407
https://dx.doi.org/10.2139/ssrn.4831407


Computer Fraud and Security  

ISSN (online): 1873-7056 

 

__________________________________________________________________________________________ 
383 

Vol: 2024 | Iss: 12 | 2024 
 

Privacy in Smart Cities, Smart Agriculture, Industry 4.0, Smart Medicine, and Smart Healthcare. In: Joby, 

P.P., Balas, V.E., Palanisamy, R. (eds) IoT Based Control Networks and Intelligent Systems. Lecture Notes 

in Networks and Systems, vol 528. Springer, Singapore.  

21. Pramod K B, Kumaraswamy H.V, Prathap C and M. Swamy, "Design and analysis of UHF BJT feedback 

oscillator using linear and non-linear simulation," 2013 International Conference on Emerging Trends in 

Communication, Control, Signal Processing and Computing Applications (C2SPCA), Bangalore, India, 

2013, pp. 1-6, doi: 10.1109/C2SPCA.2013.6749386. 

22. V. C, S. A. R, B. D and S. V, "Speech-to-text Transfiguration in Language Numerals for Perpetual Deaf 

Patients," 2023 Second International Conference on Electrical, Electronics, Information and 

Communication Technologies (ICEEICT), Trichirappalli, India, 2023, pp. 1-5, doi: 

10.1109/ICEEICT56924.2023.10157113. 

23. J. Surendiran, R. Reenadevi, R. G. Vidhya, S. S. Sivasankari, and N. Balaji, "IoT-Based Advanced Electric 

Vehicle Charging Infrastructure," 2022 Fourth International Conference on Cognitive Computing and 

Information Processing (CCIP), Bengaluru, India, 2022, pp. 1-6, doi: 10.1109/CCIP57447.2022.10058649. 

24. Manoj, H. M., Anil, C., & Rohith, S. (2021, June). An Novel Hand Gesture System for ASL using Kinet 

Sensor based Images. In Proceedings of the First International Conference on Computing, Communication 

and Control System, I3CAC 2021, 7-8 June 2021, Bharath University, Chennai, India 

25. Kumar, B. P. (2019). Framework of ASL Silhouette Gesture Recognition System. In Blue Eyes Intelligence 

Engineering & Sciences Publication (Vol. 8, No. 6s, pp. 66-72). 

26. B. P. P. Kumar et al., "Advanced Electric Vehicle Charging Infrastructure Using Internet of Things," 2022 

3rd International Conference on Communication, Computing and Industry 4.0 (C2I4), Bangalore, India, 

2022, pp. 1-6, doi: 10.1109/C2I456876.2022.10051342. 

27. E. Naresh, S. V. N. Murthy, P. K. Pareek, K. T. Reddy, S. L. Shiva Darshan and B. P. P. Kumar, "DevOps 

Life Cycle Implementation on Real Life Scenarios," 2024 International Conference on Knowledge 

Engineering and Communication Systems (ICKECS), Chikkaballapur, India, 2024, pp. 1269-1271, doi: 

10.1109/ICKECS61492.2024.10617200 

28. Kumar C., A. ., G. R., P. ., G. R., P. ., R., A. ., B. P., P. K. ., S., H. ., & Vaishnavi D. A., L. . (2024). 

Implementation of an Efficient and Reconfigurable Architecture for DCT on FPGA. International Journal 

of Intelligent Systems and Applications in Engineering, 12(10s), 597–604. 

29. Mallanna, S. D. “High Gain Perfect Matched Inset Fed Rectangular Microstrip Patch Antenna for 2.4 GHz 

Frequency” Journal of Adv Research in Dynamical & Control Systems, , Vol. 10, 13-Special Issue, 2018 

30. J.Surendiran, S.Subburam, F. S. K, S. SS, G. Saritha  "An Extensive Analysis of Amphibious Drones for 

Surveillance," 2024 International Conference on Power, Energy, Control and Transmission Systems 

(ICPECTS), Chennai, India, 2024, pp. 1-6, doi: 10.1109/ICPECTS62210.2024.10780083. 

31.  S.Subburam, F. S. K, S. SS, G. Saritha and J.Surendiran, "Gesture Recognition using IR sensor 

camera," 2024 International Conference on Power, Energy, Control and Transmission Systems (ICPECTS), 

Chennai, India, 2024, pp. 1-6, doi: 10.1109/ICPECTS62210.2024.10780010. 

 


